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BACKGROUND 

The State of Hawaii (State), Department of Attorney General (AG), Child Support 
Enforcement Agency (CSEA) contracted Protech Solutions, Inc . (Protech) on October 2, 
2023, to replatform the KEIKI System and provide ongoing operations support. Protech 
has subcontracted One Advanced and DataH ouse to perform specific project tasks related 
to code migration, replatforming services, and testing. Department of AG contracted 
Accuity LLP (Accuity) to provide Independent Verification and Validation (IV&V) services 
for the project. 

Our initial assessment of project health was provided in the first Monthly IV&V Review 
Report as of October 31, 2023. Monthly IV&V review reports will be issued through 
August 2025 and build upon the initial report to continually update and evaluate project 
progress and performance. 

Our IV&V Assessment Areas include People, Process, and Technology. Each month we will 
select specific IV&V Assessment Areas to perform more focused IV&V activities on a 
rotational basis. 

The IV&V Dashboard and IV&V Summary provide a quick visual and narrative snapshot of 
both the project status and project assessment as of February 28, 2025. Ratings are 
provided monthly for each IV&V Assessment Area (refer to Appendix A: IV&V Criticality 
and Severity Ratings). The overall rating is assigned based on the criticality ratings of the 
IV &V Assessment Categories and the severity ratings of the underlying observations. 

TEAMWORK AND PERSERVERANCE 

II 
Keep on going, and 

the chances are that 

you wil I stumble on 

something, perhaps 

when you are least 

expecting it. I never 

heard of anyone ever 

stumbling on 

something sitting 

down." 

- Charles F. Kettering 
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PROJECT BUDGET 

$4.0M $6.4M 

$2 $4 $6 

■ INVOICED ■ TOTAL 

* Only includes contracts . IV&V unable to validate total budget. 

1 2 PROJECT PROGRESS 
(Percent of the weighted duration of total tasks) 

PEOPLE PROCESS TECH NO LOGY 
■ HIGH ■ MED ■ LOW ■ PRELIM ■ OPPOR ■ POSITIVE 

0 8 1 11 
66%*** 

NEW OPEN CLOSED OPEN - ACTUAL ACTIVITY PROGRESS 

OBSERVATIONS OBSERVATIONS 
THIS MONTH TOTAL 

OBSERVATIONS 
THIS MONTH 

RECOMMENDATIONS 
TOTAL 

* ** IV&V is unable to validate the progress percentage of the schedule 
as it does not include all project activities. 

KEY PROGRESS & RISKS 
• Key Progress: Testing execution continues to advance, with System Integration Testing (SIT) at 82% completion and Financial Test Deck (FTD) 

validation reaching 75%, demonstrating steady progress. 
• Protech has assumed testing responsibilities following Data House's withdrawal on February 19, 2025, implementing structured transition efforts to 

maintain testing continuity and mitigate disruptions. The fully validated transition plan is currently in flight . 
• CSEA is refining extraction workflows, implementing automated validation scripts, and improving cross-agency coordination to mitigate data 

processing inefficiencies via consistent and frequent working sessions. Thus, closing this recommendation based upon action taken (2024.12 .002.Rl) . 
• Key Risks: Batch job validation remains at 38%, impacted by SQL replication failures and data extraction inefficiencies, underscoring the need for a 

solid testing transition plan to ensure seamless execution and defect resolution. 

PROJECT SCHEDULE - Baseline to Current Schedule Progress 
ASSESSMENT & PLANNING 

■ ORIGINAL**** I ACTUAL ■ REVISED ■ DELAYED 

PROGRAM DEVELOPMENT & TESTING 

SYSTEM INSTALL 

IMPLEMENTATION * SEPT 22, 2025 GO-LIVE 

POST IMPLEMENTATION & WARRANTY 

ASSESSMENT & PLANNING 

PROGRAM DEVELOPMENT & TESTING 

SYSTEM INSTALL 

IMPLEMENTATION 

I OCT 2023 I JUNE 2024 I JAN 2025 I AUG 2025 
* ** * The project schedule was rebaselined following the approval of the DDI Project Management Plan on January 8, 2024 

APR 2026 I 4 



DEC JAN FEB IV&V ASSESSMENT IV&V SUMMARY 
AREA 

0 0 O Overall Project Schedule: 
The KROM project schedule is being closely monitored, focusing on testing timelines and resource 
alignment. On February 19th, the abrupt withdrawal of Data House from the project, required the immediate 
activation of contingency plans to cover testing activities. As of February 19, 2025, Protech has assumed full 
testing responsibilities. This transition is actively managed with Protech and CSEA collaborating to finalize the 
transition plan and mitigate any potential for disruptions. The Go-Live cutover timeline is being adjusted to 
align with a long weekend deployment, to minimize operational impact. Testing and defect resolution 
continue. In the February 20th status meeting with Protech and CSEA, a revised schedule was presented by 
Protech which shifted the current Go-Live date to September 8th, and various action items were assigned to 
the Protech and CSEA team members to facilitate the transition with focus on improvement of testing 
protocols. 

Project Costs: 
Contract invoices remain within the total contracted costs . 

Quality: 
The overall project quality efforts in February shows some improvement in testing execution and defect 
resolution. Though challenges persist in batch job validation and interface testing. System Integration Testing 
(SIT) is at 82% completion, Financial Test Deck (FTD) testing has reached 75%, and batch job validation stands 
at 38%, reflecting ongoing efforts to meet testing benchmarks. Defect management remains a key focus, with 
24 new defects identified and 9 defects resolved, representing a 37.5% closure rate. Testing dependencies, 
such as data extraction delays and interface file issues, continue to require targeted mitigation strategies. 
Protech's assumption of testing responsibilities following the Data House withdrawal on February 19, 2025, 
has required a transition period, but testing continuity is currently being maintained. 

Project Success: 
Efforts to optimize resources have focused on reallocating skilled personnel (testers and analysts) prioritizing 
defect resolution and improving testing execution. Additional testers were assigned to Financial Test Deck 
(FTD) and UI validation, while batch job validation efforts were reinforced, leading to a 38% completion rate 
from the previous month's 16%. 82% of SIT test scripts have been executed, with an emphasis on validating 
high-risk functionalities. Daily coordination between CSEA and Protech has helped align testing priorities, 
ensuring continuity following Protech's assumption of testing responsibilities on February 19, 2025. These 
efforts have improved test efficiency and defect resolution, though continued monitoring is needed to 
maintain progress during the testing ownership transition to Protech. 

The overall project status remains yellow due to ongoing testing delays and transition risks following 
Data House's withdrawal as the testing team on February 19, 2025. While Protech has assumed full testing 
responsibilities, the transition period has introduced adjustments in staffing, test execution, and defect 
resolution efforts, requiring close coordination with CSEA to maintain progress. 

5 



DEC JAN FEB IV&V ASSESSMENT IV&V SUMMARY 
AREA 

e e e People 
Team, 
Stakeholders, & 
Culture 

Team: 
The KEIKI Replatforming Project is driven by a collaborative team, including Protech, CSEA, and key agency 
stakeholders, working toward a successful transition from the legacy mainframe to a cloud-based 
infrastructure. 

CSEA introduced the new Protech (DDI) project Implementation Manager to the project as outlined in the 
project's onboarding and the State's validation process. 

Following Data House's withdrawal from testing on February 19, 2025, Protech assumed responsibility for 
test execution, defect resolution, system validation, and has assumed responsibility for the AWS 
Infrastructure, JIRA management and resource optimization to ensure continuity in critical testing phases. 

Protech has established frequent coordination sessions with CSEA to align on outstanding testing activities, 
test script execution, and defect resolution priorities. 

The transition plan is being refined to incorporate testing dependencies and resource allocation adjustments. 

CSEA plays a pivotal role in driving testing quality, conducting frequent half-day meetings with the business 
owners to align and vet business centric scripting for validation efforts. These sessions help streamline 
test execution, address data discrepancies, and ensure system readiness across the multiple agency 
environment.{2024.12.002.Rl) . The stakeholder ecosystem includes CSEA leadership, CSEA functional leads, 
and subject matter experts, Protech and CSEA technical teams, and external partners, all engaged in testing, 
compliance, and deployment activities. The project team fosters a culture of adaptability, continuous 
improvement, and cross-agency coordination, driving testing efforts towards structure, efficiency, and 
alignment with overall project goals. 

Stakeholders: 
Stakeholder transparency has significantly improved through enhanced communication, structured 
coordination, and proactive engagement efforts between CSEA, Protech, and agency partners. Stakeholder 
meetings provide details on the latest progress in all modernization projects. This collaboration contributes 
to alignment in project efficiencies and shared data awareness. As a result, stakeholders are better aligned 
on key milestones, ensuring informed decision-making and a shared understanding of challenges and 
priorities. 

Culture: 
The project, though experiencing a road bump, has evolved further toward increased collaboration in 
February. Prompted by the exit of Data House, the team culture has demonstrated adaptability and 
accountability, driven by stronger coordination between CSEA, Protech, and agency stakeholders. With 
Protech assuming testing responsibilities, the team is demonstrating resilience and a commitment to 
maintain testing continuity. Close monitoring of testing progress and a strong testing transition plan will 
be key to smoothing the pavement. 

6 



DEC JAN FEB IV&V ASSESSMENT IV&V SUMMARY 

AREA 

e e 8 Process 
Approach & Execution 

The project has maintained structured risk management and execution planning, to ensure continuity in 
testing, defect resolution, and stakeholder engagement. Efforts to modernize interfaces and align with state 
agency updates are ongoing, with CSEA leading half-day meetings to validate test scripting and ensure 
interface readiness. A focus on data extraction and replication continues, with SQL replication failures and 
data count discrepancies requiring enhanced validation steps. Risk awareness assists in process efficiency by 
enabling early detection, proactive mitigation, and adaptive execution strategies to minimize disruptions. 
Risk tracking within testing execution, data validation, and cutover plan tracking will ensure proactive 
mitigation, structured workflow improvements, and optimized project execution leading up to deployment. 

Process: 
Testing Transition & Execution Risks (Risk #112, Weekly Status Reports) 
• Progress : Protech has stabilized test execution following DataHouse's withdrawal, with SIT reaching 82% 

completion and Financial Test Deck (FTD) validation at 75% 
• Challenge: While Protech has assumed full testing responsibilities, the transition has contributed to 

delays in test execution and defect resolution, particularly in batch validation and interface testing. 
• Refinement Needed: The deliverable Knowledge Transfer Plan-Draft v0.1 dated 2/7/2025 has not been 

completed as of 2/28/2025. Implement structured knowledge transfer sessions to ensure full alignment 
on testing methodologies, defect triage, and execution strategies while setting schedule expectations 
with the test team. 

Approach: 
Data Extraction & Validation Inefficiencies (Risk #89, Weekly Status Reports) 
• Progress: CSEA has enhanced coordination efforts, implementing half-day agency meetings to align data 

validation processes. 
• Challenge: SQL replication failures, data discrepancies, and manual extraction inefficiencies are delaying 

batch job validation and increasing defect resolution times. 
• Refinement Needed: Optimize extraction schedules, implement automated validation scripts, and align 

cross-agency testing efforts to improve accuracy and efficiency. 

Execution: 
Go-Live Cutover Planning & Readiness (Risk #57, Weekly Status Reports) 
• Progress : The cutover timeline is actively being refined, with a focus on long weekend deployment and 

mock deployment planning. September 8th, 2025 is currently the proposed Go-Live date (Weekly Status 
Meeting 2/20/25). 

• Challenge: The cutover timeline requires refinement to align with a long weekend deployment, ensuring 
seamless transition and minimal operational impact. 

• Refinement Needed: Establish a formalized cutover readiness framework, conduct mock deployments, 
and integrate contingency risk measures to prevent disruption. 

The project process status moves to yellow trending up. This status change is due to improvements in 
stakeholder alignment, risk mitigation strategies, and structured execution improvements. Continued 
refinements in defect resolution, automation, and deployment planning will be necessary to fully stabilize 
project execution and transition toward a Green status. 
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DEC JAN FEB IV&V ASSESSMENT IV&V SUMMARY 

AREA 

0 0 0 Technology 
System, Data, & Security 

This month highlights continued progress in system optimization, data management, and security 
compliance, but persistent challenges in batch job performance, data extraction inefficiencies, and restricted 
testing environments remain . Following DataHouse's withdrawal on February 19, 2025, Protech has 
taken responsibility for system testing and validation, requiring adjustments to testing environments and 
security compliance measures. While configuration optimizations and data validation enhancements are 
being implemented, ongoing extraction inefficiencies, interface data inconsistencies, and security-related 
constraints continue to have an impact on execution timelines. 

The following are key open risk items that reflect ongoing system, data and security challenges that the team 
is facing and these warrant further attention . 

System Performance and Stability (Weekly Status Reports, Risk #35) 
• Risk: Batch job execution times remain high, affecting system performance and defect resolution cycles. 
• Approach: The team is implementing performance tuning techniques, including query optimization and 

batch configuration adjustments to stabilize processing times. 
• Execution: Protech and CSEA are actively monitoring with real time adjustments in progress to reduce 

batch runtimes and enhance overall system performance . 

Data Extraction & Validation (Risk #89, Weekly Status Reports) 
• Risk: Inefficient data extraction processes, SQL replication failures, and inconsistencies in data 

transformation are slowing batch job validation and increasing project risk. 
• Approach: CSEA is refining extraction workflows, automating validation steps, and aligning test data 

availability with testing schedules. 
• Execution: Alternative extraction methods, automated validation scripts, and structured data integrity 

checks are being implemented to reduce errors and improve efficiency. 

Security & Compliance (Risk #64, Weekly Status Reports) 
• Risk: Data-sharing restrictions due to PII compliance concerns are limiting defect resolution capabilities 

by restricting the use of real production data in testing environments. This issue is only relevant to one 
development team, not all testing resources and only when the data is required to resolve the defect. 

• Approach: The project team is developing a compliance-friendly testing framework, utilizing mock data 
and controlled datasets to meet security requirements while enabling effective defect reproduction. 

• Execution: Security reviews, controlled data masking, and additional compliance measures are being 
integrated to al low more efficient defect tracking and resolution while ensuring data protection policies 
are met. 

The Technology status remains yellow, trending up. While progress in system optimization, data extraction 
improvements, and security compliance is beginning to mitigate key risks, challenges in batch job 
performance, data validation, and restricted testing environments still require continued focus and 
resolution. s 



TERMS 

RISK 
An event that has not 
happened yet. 

ISSUE 
An event that is already 
occurring or has already 
happened. 

ACCUITY (:j) 

Appendix A: IV&V Criticality and Severity Ratings 

IV&V CRITICALITY AND SEVERITY RATINGS 

Criticality and severity ratings provide insight on where significant deficiencies are observed, and immediate remediation or risk mitigation 
is required . Criticality ratings are assigned to the overall project as well as each IV&V Assessment Area. Severity ratings are assigned to 
each risk or issue identified. 

Criticality Rating 

The criticality ratings are assessed based on consideration of the severity ratings of each related risk and issue within the respective IV&V 
Assessment Area, the overall impact of the related observations to the success of the project, and the urgency of and length of time to 
implement remediation or risk mitigation strategies . Arrows indicate trends in the project assessment from the prior report and take into 
consideration areas of increasing risk and approaching timeline. Up arrows indicate adequate improvements or progress made . Down 
arrows indicate a decline, inadequate progress, or incomplete resolution of previously identified observations. No arrow indicates there 
was neither improving nor declin ing progress from the prior report. 

• 

A RED, high criticality rating is assigned when significant 
severe deficiencies were observed, and immediate 
remediation or risk m itigation is required. 

A YELLOW, medium criticality rating is assigned when 
deficiencies were obse rved that merit attent ion. 
Remediation or risk mitigation should be performed in a 
timely manner. 

A GREEN, low criticality rating is assigned when the 
activity is on track and minima I deficiencies were 
observed . Some oversight may be needed to ensure the 
risk stays low and the activity remains on track . 

A GRAV rating is assigned when the category being 
assessed has incomplete information available for a 
conclusive observation and recommendation or is not 
applicable at the time of the IV&V review. 

Appendix 9 



TERMS 

POSITIVE 
Celebrates high 
performance or project 
successes. 

PRELIMINARY 
CONCERN 
Potential risk requiring 
further analysis. 

ACCUITY (:j) 

Severity Rating 

Once risks are identified and characterized, Accuity will 
examine project conditions to determine the probability of the 
risk being identified and the impact to the project, if the risk is 
realized. We know that a risk is in the future, so we must 
provide the probability and impact to determine if the risk has 
a Risk Severity, such as Severity 1 (High), Severity 2 
(Moderate), or Severity 3 (Low). 

While a risk is an event that has not happened yet, an issue is 
something that is already occurring or has already happened. 
Accuity will examine project conditions and business impact to 
determine if the issue has an Issue Severity, such as Severity 1 
(High/Critical Impact/System Down), Severity 2 (Moderate/ 
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/ 
Informational). 

Observations that are positive, preliminary concerns, or 
opportunities are not assigned a severity rating. 

SEVERITY 1: High/Critical level 

SEVERITY 2: Moderate level 

SEVERITY 3: Low level 

Appendix 10 



Appendix B: 

STANDARD 

ADA 

ADKAR® 

BABOK®v3 

DAMA-DMBOK® v2 

PMBOK®v7 

SPM 

PROSCI ADKAR® 

SWEBOK v3 

IEEE 828-2012 

IEEE 1062-2015 

IEEE 1012-2016 

IEEE 730-2014 

ISO 9001 :201 5 

ISO/IEC 25010:2011 

ISO/IEC 16085:2021 

IEEE 16326-2019 

IEEE 29148-2018 

Industry Standards and Best Practices 

DESCRIPTION 

Americans with Disabilities Act 

Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement 

Business Analyst Body of Knowledge 

DAMA lnternational's Guide to the Data Management Body of Knowledge 

Project Management Institute (PMI) Project Management Body of Knowledge 

PMI The Standard for Project Management 

Leading organization providing research, methodology, and tools on change management practices 

Guide to the Software Engineering Body of Knowledge 

Institute of Electrical and Electronics Engineers (IEEE) Standard for Conf iguration Management in Systems and 

Software Engineering 

IEEE Recommended Practice for Software Acquisition 

IEEE Standard for System, Software, and Hardware Verification and Validation 

IEEE Standard for Software Quality Assurance Processes 

International Organization for Standardization {ISO) Quality Management Systems - Requirements 

ISO/ International Electrotechnical Commission (IEC) Systems and Software Engineering - Systems and 

Software Quality Requirements and Evaluation (SQuaRE) - System and Software Quality Models 

ISO/ IEC Systems and Software Engineering - Life Cycle Processes - Risk Management 

ISO/ IEC/ IEEE International Standard - Systems and Software Engineering - Life Cycle Processes- Project 

Management 

ISO/ IEC/ IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Requirements Engineering 
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STANDARD 

IEEE 15288-2023 

IEEE 12207-2017 

IEEE 24748-1-2018 

IEEE 24748-2-2018 

IEEE 24748-3-2020 

IEEE 14764-2021 

IEEE 15289-2019 

IEEE 24765-2017 

IEEE 26511-2018 

IEEE 23026-2015 

IEEE 29119-1-2021 

IEEE 29119-2-2021 

IEEE 29119-3-2021 

IEEE 29119-4-2021 

IEEE 1484.13.1-2012 

1S0/IEC TR 20000-11:2021 

1S0/IEC 27002:2022 

DESCRIPTION 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - System Life Cycle Processes 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Software Life Cycle Processes 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 1: 

Guidelines for Life Cycle Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 2: 

Guidelines for the Application of ISO/I EC/IEEE 15288 (System Life Cycle Processes) 

IEEE Guide: Adoption of ISO/IEC TR 24748-3:2011, Systems and Software Engineering - Life Cycle 

Management - Part 3: Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes) 

ISO/IEC/IEEE International Standard for Software Engineering - Software Life Cycle Processes -

Maintenance 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Content of Life Cycle 

Information Items (Documentation) 

ISO/IEC/IEEE International Standard - Systems and Software Engineering -Vocabulary 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Requirements for Managers of 

Information for Users of Systems, Software, and Services 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Engineering and Management of 

Websites for Systems, Software, and Services Information 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 1: 

Concepts and Definitions 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing- Part 2: Test 

Processes 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing- Part 3: Test 

Documentation 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 4: Test 

Techniques 

IEEE Standard for Learning Technology - Conceptual Model for Resource Aggregation for Learning, 

Education, and Training 

ISO/IEC Information Technology - Service Management - Part 11: Guidance on the Relationship Between 

ISO/IEC 20000-1:2011 and Service Management Frameworks: ITIL ® 

Information Technology - Security Techniques - Code of Practice for Information Security Controls 

Appendix 12 



STANDARD 

FIPS 199 

FIPS 200 

NIST 800-53 Rev 5 

NIST Cybersecurity 

Framework vl .1 

LSS 

DESCRIPTION 

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security Categorization of 

Federal Information and Information Systems 

FIPS Publication 200, Minimum Security Requirements for Federal Information and Information Systems 

National Institute of Standards and Technology (NISn Security and Privacy Controls for Federal Information 

Systems and Organizations 

NIST Framework for Improving Critical Infrastructure Cybersecurity 

Lean Six Sigma 

Appendix 13 



Appendix C: Prior Findings Log 

ACCUITY (:j) Appendix 14 



CUIUtENT 

""'"" 
INDUST1tY STANDAAO$ IIMD BUT 

""""" Moderate Crit ical tasks like "AWS Environment Pub1075 Compliance" and "KMS 
Acceptance Test Scripts Development Complete" have 0% completion 

PMBDK•v7emphasizes Resoorceallocatioochalleflgesarehinderingprogressoouiticaltaskslikecompliancetestingandtestscriptdevelopment,evidencedby0% 
resource optimizat iOflaspart completionratesandtest ingbacklogs(e.g.,only16"ofbatchjobsvalidated).Addressingtheseissuesthroughskilledresoorcedeploymentand 

despi te the ir planned sta rt in October 2D23. This indicates potential resource of the "Resoorce Management" ups}:illing initiatives will mitigate delays, accelerate milestone completioo, and align with PMBDK• principles for optimized resource management. 
orprioritizatiOflCOflstraints.Weeklytesting reportshighlightslow progress domain.Al ign ingresource 
dueto insufficient resources(dataprocessing)allocatedtobatchvalidation capacitywithdemandensures 
andinterface testing.For example,onlyl6"ofbatchjobshavep.1ssed timelytaskcompletiOfl 
va lidationasofDecember l 8,2024. Thoughdatatransferandprocessingis 
the primary issue, downstrea m considerations for knowledge transfer must 
alsobeconsideredanddel ive redtimelytopreventfuturetestingand 
validatiOfl de lays andprovidea seamlesshandoff toCSEA tomaintain 
qua lity. 

{2024.12.001.Rl) Enllancement of resource allocation: the vendor team Open 
shotl1dc0flsider assigning and aligning additionalormore experienced 
resourcestothedelayedtasksandbacklogtestinga1eassuchasfinancials 
and,;upportUlvalidation 

2025/02/28: 38'Jl.of batch jobs have p.1ssed validation as of February 26, 2025, showing an improvement but still below required levels 
forprogression intolhenel<lphase.Resoorceshortagesinfinancials andUlvalidationareslowinglestingexecution,requiringadditional 
skilled personnel 10 meel backlog demands. DOI !las withdrawn from the project as of February 19, 2025, causing the necessity for a 
testing alloc.ition transition plan to Protech which is stiM in progress, IV&V will cOfltinoe to monitor progress 

2025/01/31:Progresscontinuesin addressingtheidentifiedissoe, withrecenteffortsfocusedOflrefiningdatavalidationprocessesand 
improving COOfdination between stakeholders. However, challenges remain in fully resolving discrepancies, and additional verification 
stepswillbe requiredtoensureconsistencybeforefinalimplementation. 

Moderate Notes from the project schedule highl ight that approvals (e.g., from CSEA} AO KAR • emphasizes build ing Engaging multiple stakeholders in coocurrent projects (Risk #31) is critical to mitigating interface testing risks, but this requires synchronized 2024.12.002.Rl) Facilitate regular communication with stakeholders like Cosed 2025/02/28: CSEA is holding llatf day meetings with the business teams that started in early February to enstJfe tllat all the test scripts 2/28/ 25 
are criticaltotask progression.Weeklyreportsindicatechallengesinjoint 
troob leshoot ingsess ionswith lBMduetoPllandfiletransferprotocol 
iss ues 

awareness and des ire for coordin~tiontopreventdelar.,.lnterface workshopsandstakeholderrneetings(Risk#3S)playakeyroleinfosteringcollaborationandensuring 
change among stakeholders to timely resolution of inte.-face-related isS1Jes, reducing the risk of misalignment in testing and implementation activities. 
align efforts 

CSEAthroughdailymeetingstoexpediteresolutionofOf.l('nissues.This 
willimprOYeturnaroundtimefordefectresolutionandteslexecution 
dependencieswhilestrengtheningstakeholderengagement 

Non<r itica l tasksarebeingtrackedalongsidecriticalones,dilutingfocusand SPM(TheStandardforProject Trackingnon<riticaltasksaloogsidecriticalooesisstraining resourcesanddelayingprogressooessentialactiYilieslikeFinancial TestDeck(FTD) {2024.1HX>4.Rl)focusoouiticalp.1thtasks,prioritizedefectresolutioninOpen 
potent ial lystrain ingresources.FinancialTestDeck(FTD)test ingisblocked Management)defines testing, which is sta lled by unresolved defects imp.,cting 92%ofcases. Refocusing Ofl critical p.,lh tasks and resolving key defects, as emphasized by FTD and interface batch jobs, and deprioritize non-critical deliverables 
byunresolveddefects,sta llingprogresson92%ofpendingcases. prioritization as essential for 

maintaining project alignment 
with strategic objectives 

5PM,willpreventcascadingdel;rysandenableprogressinblod:edtestingareas. PriofitizingcriticaldeliYerablesenS1Jrestllatdelar.,donotprop,agate 
tlvoughtheprojecttimelineandunlocksprogressforblocledtesting 
activities. 

Moderate Testing met rics from wee~ly reports show varying levels of progress, with IEEE 1012·2016 recommends Inconsistent progress metrics, S1Jch as ooly 21%coverage in enforcement batch validation, indicate gaps in trading and reporting that hinder (2024.12.06.Rl) Establish Progress Mooitoring and Reporting: Implement Open 
areas li ke enforcement batch validatiOfl at only 21" coverage, verification and v~lidation effective oversight. Implementing a real·time dashboard, as recommended by IEEE 1012·2016, will provide ilctionable insights to prioritize a real-time dashboard to monitor test execution rates, defect closure, and 
The risklogshowslssue#47:Dataenractiondelayshlghlighttheneedfor checkpointsforeffectiYe resourcesandaddressdelaysefficiently. cOYeragemetrics.Thlsprovidesactiooableinslghtsfortargetingresources 
improvedprogresstrackingand reporting over5 ight andresolvingdelar.,moreefficiently 

Moderate Some lower-priority testing, such as reporting subsystem batch jobs, reflects PM BOK• v7 encoorages scope Delays In non-critical tasks, SIJCh as fe!)Ofting S1JtJ.system batch jobs with 0% progress, highlight the need to reallocate resources to critical lesting {2024.12.07.Rl) Request Extensioo for Noo-Critical Deliverables: 
()% progress 

Moderate Risks relatedtodependencies, resoo rceavailability,andstakeholder 
approvalsarenotexplic;tlymitigatedintheschedule.Weeklyreports 
highl ightanincreasingtrendindefects,with 480defectsloggedasof 
December l8,2024 

and schedule flexibility in activities. By deprioritizing these are~s and requesting el<tensions, as supported by PMBQI(• v7, the project can locus on achieving timely 
adap!i~e project environments. completion of high-priority deliverables S1Jch as KMS Go LM!. 

Depriofitizenon-criticaltestingareasandrequestexterisionsfortheir 
deliYerytorea11oc.atefocustocrilicaltesting.Toensuretimelycompletioo 
ofhigh-prioritydeliverablessuchasKMSGol.ive 

1S0/IEC 1608S:2021 highlights The increasing trend in logged defects (480 as of December 18, 2024) and unmitigated risks related to dependencies and resource ava ilability {2024.12.08.Rl) Further enllance the risk miligatioo plan targeting defect Open 
risk management as a aitical emphasize critical gaps in risk management. Enllancing the risk mitigation plan, as recommended by 1S0/IEC 16085:2021, will address recurring prone areas such as financials and enforcement systems, proactively 
processforlifecycleprojects. issuesindefect-proneareaslikefinancialsandinterfaces,reducingthelikelihoodoffurtherdelays. reducingthelikelihoodoladditionaldelayscausedbyrecurringissues 
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arefullyreviewedandeditedinorder toe,q.,editetheresolutionolopenissues. Thisactivityalsoprovidesamechanismforchange 
management by fostering collaboration and a mutual understanding of expected functionality, reducing the risk of misalignment in 
testing. IV&V notes that this recommendation has been acted upon and will close ;,ccordingly 

2025/01/31: The status this month reflects ongoing efforts to enllance sr.,tem integration ~nd streamline data e,a;llange processes, with 
incremental imprOYements in validation and testing workflows. Despite progress, key dependencies and unresolved technical issues 
cootinuetoposechallenges,requiringfurthercollaborationandrefinementtoachievefullresolution 

2025/02/28:lnFebruary2025,ProtechfullyasS1JmedtestinaresponsibilitiesfollowingDataHouse'swithdrawal,withAW5andJIRA 
admi nistration transitioning on February 26. Batch job validation improved to 3.8%, but resource shortages COfltinue to slow progress in 
financial and I.It validation, impacting critical compliance ta5ks. Testing delays and data extrilction issues persist, requiring additional 
skilledresoorcesandpriofitizationofdefectresotutiontopreventfurtherscheduleslippage.The testingallocationandtransitionplanis 
curren1lyunderwaywithProtech. 

2025/01/31: ThestatusupdateforJanuaryregardinaObservatioo2024.12.003emphasizessigniflcantprogressinaddressinaprocess 
inefficiencies, with a locus on optimizing wor1rllows and refining procedural documentation. Howeve.-, remaining gaps in e,cecution and 
resourceallocationnecessitalecootinuedOYersighltoensuresustainedimprovementsandfullalignmeritwithprojectobjectiYes. 

2025/02/28: While testing re,>orts did show Improvement in February, IV&V will cootinue to monitor the clarity of the weetty testing 
reportscilinglhetransitionol testing responsibilitiestoProtech. lnordertoplacemarktestreportingprogressandclarity,the 
percen1ageoltestingpertes11ngstreamisasof02/19/2025, 
- Financial Test Deck (FTD)c 7S" complete (18 scenarios p.,ssed, 6 active) 
- System Integration Testing (SITI Execution: 82" complete {78 out of 95 test scripts executed). 
- Batch Job Testing: 38" validated {improving from previous months, but still below required levels) 
- Refined I.II Testing: 90% complete {410 screens tested, 41 failed cases awaiting defect resotutioo). 
IV&V will cootinue to monitor test reporting clarity through the transition to Protech testing oversight 

2025/01/31:0ngoingchallengesrelatedtoresoorceconstraintsandfinatizingvalidationeffortsrequirecOfltinuedmonitoringtoeri,;ure 
fullimplemenlationandlong-termstability. 

2025/02/28:ln FebruarythetestingteamshavepriorilizedSystemlntegratiooTesting(SITiandFinanctalDed:Testing(FTD)executioo, 
delayingnon-1!SSefltialbatchjobs tomitigateschedulerisks. Alormalextensionrequestisindiscussiontodeferlowerpriofity 
deliverables li ke reporting ,;ubsystem batch jobs, ensuring resource alignment with crilical milestones. IV&V will cootinoe to monitor the 
outcome of the discussions 

2025/01/31:Continuedprogressin refiningdatamanagementprocessesandenhancingcoordinationamongkeystakehokS!fi. 
However,persis1entchallengesinensuringd.J1aaccuracyandresolvinginconsistenciesrequirefurtherva1idationeffortsandongoing 
OYersighltoachie...efullresolution. 

2025/02/28: In February, risk management processes remain active, with ongoing monitoring of resource atloution, batch job 
valid.Jtion,andinterfacefileresolution. Severalrishremainopen,includingdataexuactioodelays,defectresolutiooissues,and 
resourceconstraints. Additionalverificationandsustainedmonitoringareneededtoensureriskmiligationstrategiesarefully 
implementedbeforedos.ure. 

2025/01/31:Riskmitigationefforts,includingstrengthenedcollaboratioobetweenteamstoaddresssystemintegrationcha!lengesand 
resolve key technical issues imprOYed in Janu~ry. However, some dependencies remain unresolved, necessitating additional testing and 
validationtofullymitigatepotentialrisksbeforeimplementation. 



CUIUtENT 

""'"" 
INDUST1tY STANDAAO$ IIMD BUT 

""""'' PMBOK•v7emphasizes Previous: The Protech Project Manage< provided a draft project schedule; however, it was incomplete and listed due dates that were already Projectmanagementresponsibilitiesmayimpacteffectiveproject 
execution resource optimization as part missed for ...veral deliverables. The im?lementation of strong sd,edule and resource management practices early will help the project start off 

of the "Resource Management" right and stay on trad. Protech's Project Manager is experienced with similar implementations and is working collaborali\lely with the project 

CLOSED: 2023.10.002.Rl - lmprovetheprojectsd>eduletoaodress 
schedule comments 
• Developadetailedplanwitha5signedresourcestocompleteproject 

The reviewofpriorfindingsconfirmsthatseveraldosedissuescorrelate domain.Aligning resource teamtoaddres;o;feedb.ick 
with ongoing chal lenges in data val;dation, resource management, interface capacity with demand ensures 
dependencies,andtesting progress.Toensureprojectsuccessandminimi ,e tjmelytaskcompletjon 
cutoverr;sks, reopeningthesefindingsandimplementingcorrectiveactions 

Dependenciessuch astask593for "KMS:AcceptanceTestScripts 
Development Complete" rema;n unfulfilled. Weekly reports identify 
unresolved data file dependencies andincorrectfileformats(e.g .. GDG 
issues inbatchjobs),furtherdelayingprogres5 

Linear task sequencing contributes to delays where tasks could feasibly run 
in pa ral lel (e.g., compliance and datab.ise migration). Fin;mcials have 0% 
va lidatjon coverage in the refined UI, highlightjng the backlog 

ISO/IEC16085:2021 
recommends proactive risk 
management to identify areas 
where concurrent task 
execution mitigates schedule 
risks. 

• PfOYidetheappropriatedetailoftasks,durations,duedates, milestones, 
Po»ible root causes or contributing factors are turnOYer of project manage<s, an aggressive protect; timeline, and need for additional project and key work products for various p;,rties. CSEA as5igned tasks should also 
management S<JP?Oft. Another possible root cause is Protech's need to revisit the project RFP and s..,bmitted proposal to reduce the misalignment be clearly reflected in the project schedule. 
ofe,:pecta tions,creatinglongerdeliverablereviewcydes 

Feedb.ickonpreliminarydeliverablesdoesnotappeartobeadequatelyaddres5ed. Forexample,theneedforaresourceloadedsd>edulewas 
communicatedverb.illyandinmeetingsrepeatedly. 

• Obta inagreementonthebaselinescheduleandthenholdp;,rties 

REOPENED: 20H.10.002.R2 - Detei-minetherootcausesordelaysand 
developplanstoaddressthem 

Current:Unresolveddependencies,suchastask593anddatafileissues,aredelayingprogressonuiticaltestingmilestoneslike "KMS:Accep1ance • Performarootcauseanalysisincludingdefiningtheproblem, 
Test Scripts Development Complete." Addressing these delays through resource reallocation, collabor..ition with State partners, and adherence to brainstorming pos5ible causes, and developing a plan lo address the root 
IEEE 12207-2017 standards will ensure smooth integration of KEIKI system interfaces and uninte,-rupted downstream !ask progression. cause of the problem such as resource constraints, dependancies, and 

undefinedtasks. As=potentia1opportunitiesforparallelizing 
Delays caused by linear task sequencing. s..,ch as in compliance and datab.ise migration, highlight the need for implementing parallel workstreams workstreams and efforts. 
to add res,; backlogs like the !)%validation cOYerage in financials. following 150/IEC 16085:2021, initiating concurrent workstreams across • Based on the experience of the last two months, create a realistic 
subsystems will imprOYe testing throughput and reduce dependencies, expedibng overall project progress. schedule b.ised on the time and resources needed lo perform tasks. 

CLOSED: 20H.10.002.RJ - Asse5$theneedforadditiona1Protech 
resourcesforprojectmanagemenlS<Jpport. 

CLOSED: 20H.10.002.R4 - HavetheCSEAandPrOlechProjectManagers 
adoptamorejoint.collaboraliveapproach 
• HavethePMsclearlydefinetheirrolesandresponsibilitiesinproject 
management responsibilities 
• Activelyplan,shareandexecuteprojectresponsibilities. 

Reopened 202S/02/28: Efforts to parallelize workstreams (20B.10.002.R2-2) are being evaluated, but coordination between Protect. and CSEA Original Close: 
whileunderwayisfacinglargerprioritiesforteslingtransition. Whileprogresshasbeenmadeinidentifyingrootcausesandadjusting 2024/05/31 
sd>eduling sirategies, this recommendation is requiring a more structured approach to align testing priorities which may end up being Reopened: 
addres5ed in the testing transition plan. IV&V will continue to monitor that progress 2024/12/24 

2024/01/31: DespiteseYei-a1meetings,thereisstillaneedforagreatersharedunderstandingofscheduleconcernsbetweenProtech 
andCSEA. ThisrisltwillcontinuetobeevaluatedwiththerecentadditionofProtechresourcestoimprOYethetimelinessofproject 
execulion, a recommendation wa5 added that project managers can adopt a more joint. collaborative approach to share and clearly 
delineate project management responsibilities. 

2024/12/31: Accuity increased the seYei-ity rating from Level 3 (Low} to Level 2 (Moderate). More rigor on foundational project 
management practices is needed to prevent further delays and increase the quality of project execution. The approved project schedule 
slill lacks detailed tasks 10 adequately plan project resources and monitor project petformance. Although the project schedule has some 
percentage completion, the process to monitor and calculate metrics is unclear 

2024/11/3-0: This was originally reported in the October 2023 IV&V Monthly Report as a preliminary concern but was upgraded to and 
rewritten as a risk this month with recommendations. The project is still challenged with insufficiently updating deliverables and 
continueddelaysinlheproposedprojectsd>edule. 

2024/05/31: Theriskwasdosedasprojectmanagemenlactivitiesarebeingexecutedmoretimelyandeffectively 

2024/04/3-0: TheCSEAProjectManagerstillneedstoindependentlyvalidatethevarianceandcriticalpath. Formonthlysteering 
committee and project status meeting,;, it would be beneficial for CSEA to take a more active role in communicating their perspective on 
projectprogresstosiakeholdei-s. 

2024/03/31: Closed two recommendations as a new, separate observation with recommendations related to sd>edule and resource 
management was opened. Refer to observation 2023.03.002. Project managers should prioritize working closely together toa= 
upcoming activities, the impact of project delays, and determine if any changes are needed to the OYe<a11 project timeline. 

2024/02/29: Theprojectscheduledoesootincludeallprojecttasksandisbeingupdatedtolncludemoregranular-levelproject 
activities One recommendation was closed as Pfotech added additional project management resources 

The darn el<traction process is critical for the cvtovef activities and current projections show potential for signific.int delays. This i»ue results from 2024.08.001.Rl • Verification of Data Extraction and COflllef!;ion Processes Open 2025/02/28: While progress has been made in refining extraction strategies and implementing validation checkpoints, Ml validation and 
reliance on 5hared mainframe resources, inefficiencies in data eKtraction programs, and long download/upload limes. Each time new data i5 • Standan:1(5): IEEE 1012-2016 Emphasis: Verification ensures that the 
needed for testing. the entire datab.tse must be eKtracted, which is time--consuming. CSEA is evaluating a SQL replication strategy 10 replace !he system is built correctly according to its specifications 
current process and has assigned two dedicated resources to identify and test this approach. Daily meetings with DOI and CSEA have been o Recommendation: Implement a thorough verific.ition process for all 
establishedtocollaborateonthisissue.Thetargetforvalidatingthisapproachis)uly3lst dataextractionandconversionmethods,p;,rticulartytheAsciitoBCP 

scriptconvei-5ions.Establi5hcheckpointswherethefilecountsand 
The static data collected from the data el<tract process projects a worsHase scenario of 12 to 36 days 10 fully eKtract ADASAS data to !he 374 flat conve<sion accur•cy are verified before moving to subsequent phases of 
files,includingdownloadinganduploodingthefiles.Thisarisesdueto:1)CSEAusesasharedmainframe,2)inefficienciesofdataextraction theprotect;toavoidpotentiali55ueslnlatei-stages. 
programs, 3) download/upload times. The data eKtract process is central to the clltover activities completing OYer Fri/Sal/Sun. If not improved, 
CSEAmayface4/5day-5operatiooaldowntimeforcutoverweekend. 2024.08.001.R2 - ValidationofExtractedDataConsistency 
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• Standard(s): IEEE1012·2016EmphasiscValidationensuresthatthe 
systemmeetsitsintendeduseandsati5fiesuserneeds. 

o Recommendation: Conduct end-to--end validation of the eKtracted data, 
en5uring that the SQL,to,SQL comparisons are consistent and match across 
systems(PfotechandCSEA).Giventhenoteddiscrepancies,avalidation 
stepshouldbeintroducedaftei-eachmajorextractionandconversionlask 
{e.g.,TasklB).Thiswillconfirmthattheextracteddatamatchesthe 
ei,;pectedoutputandisusableforfurtherprocessing 

2024.08.001.R3 - RiskManagementfor8inarvandAsciiFileHandling 
• Standard(5):IEEE1012·2016Emphasis:Risltmanagementisintegrated 

intothelV&Vprocesstoidentifypotentialrisksandimplementmitigation 
strategies. 

o Recommendation: Assess the risks a~ated with the COflllef!;ion and 
handlingofbinaryandAsciifiles.Discrepanciesinbina,vfilecoontsand 
the use of converters for 27 files we<e discussed. It is recommended to 
performriskanalysisontheseconversions, ensuringthatanypotential 
datacorruptionorlossduringconversionisidentifiedandmitigated 
Considerimplementingadditionaltestingandvalidationforthesespeciflc 

"'' 
2024.08.00l.R4 - ResourceManagementandSpace Availability 

• IEEE1012-2016Emphasis: Resourcemanagementiscrucialforthe 
successfulexecutionofprojectactivities 
oRecommendation: TheobseNationregardingpotential5pacerisks 

shouldbetakenseriously.Conductaresourcea=menttoensurethat 
thereiss..,fficientstorageandcomputingresourcestohandlethe 
eKtraction,conversion,andprocessingofdata.Thisshouldbedonebefore 
theextractionprocessbegins, withcontingencyplansinplaceincaseof 
resourceshortages 

risk mitigation have not been achieved, and cutOYef risks remain active. Continued IV&V monitoring is required to ensure SQL 
replication1estingisvalidatedandoperationalbeforett1toverplanning.SQLreplicationtestingcontinues(2024.08.001.Rl),withCSEA 
andOOlholdingdailycoordinationmeeting5,butvalidationoftheapproachha5notyetbeencompleted.Theseactivitieswillneedto 
resumewithProtechtakingoverDDl'sresponsibilities.Verfficationandvalidationstepshave imprOYed(2024.08.001.R2). but 
discrepancies in extracted data persi51, requiring additional conversion accuracy cheds and 5pace management adju5tment5 
(2024.08.001.R4).RiskmanagementlorbinaryandASCHfilehandling(2024.08.001.R3)isongoing.withproactiveerrortracking 
reducingpotentialcorruptionri5ks,butvalida!ionremainsincomplete. 

2025/01/31: Thelatestslatu5updateforJanua,vindicatescontlnuedcollaborationbetweenCSEAandODltorefinetheSQLreplication 
strategy, with dedicated resources actively tesling el<traction improvements to mitigate risks awxiated with prolonged data tr.insfer 
11mes. tnalignmentwith1EEE1012-2016,verific.itioncheckpointshavebeenpartiallyimplemented(2024.08.001.Rl),validationsteps 
lorel<tracteddataconsistencyareprogressing(2024.08.001.R2J, andadditionalriska=mentslorbinaryandASCllfilehandlingare 
ongoing lo prevent data corruption {2024.08.001.R3), while space availability concerns remain under review with contingency planning 
inprogress{2024.08.001.R4J 

2024/12/24: (2024.08.001.Rl) - VerilicationolDataEl<tractionandConversionProcesses: Verilic.ationprocesseshaveprogres5ed,with 
p;,rtialimplementationolcheckpointslorASClltoBCPscriptconversions.Filecoontsandconversionaccuracyvalidationsareongoing, 
resoMng discrepancies ltei-atively to reduce downstream ei-ror5. Additional automated checks are required to fully mengthen the 
verilic.ationprocess 
(2024.08.001.R2) - Va!idationofEKtractedDataConsistency: 
SQL-to,SQL comparisons belWeen Prolech and CSEA systems have advanced, with val idation checkpoints introduced after major 
extractiontasks.lmprovements indataa1ignmentareevident,butinterfacedatadiscrep.inciesremain, requiringfurthervalidationfor 
end·lo--end consistency aero» syslems. Batch validation using September 30 production d~ta demonstrated reduced inconsistencies 
(2024.08.001.R3) - RiskManagementforBinaryandASCllfileHandling: 
RiskassessmentsforbinarvandASCllfileconversionshaveidentifiedcritica1areasrequiringadditiona1testingtomitigaterisksofdata 
corruption.Padedbina,vanddate/timefieldissueshavebeenresolved,butvalidationoffileintegrityduringconversionphasesisstill 
crucial. Proactiveerrorlradtinghasminimizedpotentialissuesduringtestingphases 
(2024.08.001.R4) • Resource Management and Space Availability: 
Resource a=ments and adjustments to mainframe utilization have imprOYed testing efficiency by addressing storage and 
computational limitations. Contingency plans for storage shortages have been established, ensuring smoother testing and b.itch 
processingcycles.Conlinuedfocusonresourceprioritizationisneededtoavoiddelaysinhigt>--demandtestingperiods. 

IV&V will continue 10 monitor these recommendations and validate progress until full resolution is achieved 

2024/11/27 - (2024.08.00 l .Rl) - VerificationofDataExtractionandConversionProcesses 
Ve<ificationprocesseshavebeens1reng1hened,p;,rticulartyforASClltoBCPscriptconversions.Filecountsandconversionaccuracyare 
now validated during b.itch validation and regression testing phases, with chedpoints implemented to ens..,re accuracy before 
advancingtos..,bsequentphases. Oiscrepanciesiffieldalignmentandconversionaccuracyarebeing resolvediter.itjvely,reducing 
downstream errors. 

(2024.08.001.R2) - ValidationofEKtractedDataConsistency 
End·lo--end validation has been introduced, including SQL·ta.SQL data comparisons belWeen Pfotech and CSEA systems. Validation 
chedpointsaftermajorextractiontasksensureconsislencyinextracteddataoutputs. 
Major imprOYements in data alignment and reduced inconsistencies, as seen in b.ttch validation using September 3-0 production data 
(2024.08.001.R3)•RiskManagementforBinaryandASCllfileHandling 

Adelailedriska=menthasbeenpetformedforbinaryandASCllfileconve<sions,particular1yfor27criticalfilesidentifiedinearlief 
pha...s. Additionaltestingisunderwaytomitigaterisksofdatacorruptionduringconversion. 
Proactivee<rortrackingandresolutionarereducingpotentia1issues,withmeas..,resinplacetova1idatefilecountsandintegritvduring 
eachphaseoftesting 

(2024.08.001.R4)·ResourceManagementandSpaceAvailability 
Resource assessments were conducted to ensure adequate storage and computational capacity for extraction and conversion tasks 
Contingencyplanshavebeenestablishedtoaddresspotentialstorageshortagesorcomputingdelays. 
Resource priori1iza1ion and adjuslments to mainframe utilization have minimized space risks and improved processing efficiency for 
ongoing testing and validation. 
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""'"" 

Moderate The t iming of other State of Hawaii modernization projects impacts the 
ab ilitytoproperlydesignl(EIKlsysteminterfacesandwillnecessitatethe 
need lorinterfacemodificationsafteritsdeployment,whichcanleadto 
add itionalcosts,de lays,anddisruptiontothesystem 

INDUST1tY STANDAAO$ IIMD BUT 

""""" 

CSEA's KEIKI system currently relies on a lega<:y cyberfusion system running on the State's mainframe for system file and data exchanges with nosED: 2024.07.001.Rl - It was recommended that CSEA meet with the Open 
multiple Srnte of Hawaii agencies. The timing of multiple agencies moving off the mainframe at different time-; will result in the need to modify new Chief Data Officer. And also to meet with the EFS team to identify any 
KEIKI system interface-; after the system has been deployed. Until other State modernization projects are completed, the KEIKI project cannot potential impacts to CSEA and align with IT policies. 
performserver-bal.eddataexchanaesandwillneedtocontinuetointerfaceviathemainframe. 

CLOSEO: 2024.03.001.Rl-CSEAshouldcoordinateregularmeetingswith 
In addition, as the KEIKI project involves integrating a modernized child StJpporl system with existing legacy systems, there may be other impactedSta teofHawaiiageocies. 
technologicalandarchitecturalgapsthatarise.Thesegapsc.anindudedifferencesinte(:hnologystacks,sochasprogramminglanguages,datilbase • Roles,responsibi1ities,expectationsandinterfacerequirementsshould 
systems, and operating environments, as well as the absence of modern application programminginterfaces(APls) in the legacy systems. Bal.ed on becleartydefinedtoenroreinformationand project statusisproactively 
the timing of concurrent State of Hawaii modefnization projects and upgrades, the end-to-end te-..ting olthe KEIKI system may necessitate the communicated for the various modernization efforts. 

2024/10/31-2024.08.001.Rl(Verific.ationofOataExtractionandConversion):Open-lnProgress:Verificationstepsareunderwaywith 
some checkpoints implemented. Critic.al issues, like date/time discrepancies, have been resolved. Checkpoints to verify file counts and 
co,wers.ionaccuracyhavebeenpar1iallyimplemented,althoughmorerobust,aulomatedd!edsares~llneeded. 

2024.08.001.R2(ValidationofExtractedDataConsistency):Open - Partiallylmplemented:SQLreplicationandextractionvalidations 
have progres5ed, with critical issue-; such as date/time and packed fields now resolved. The October reports indi<;.ite that ongoing 
discrepanciesininterlaceda1aandbatchoutpUtss1illrequirevalidation1oconfirmend-to-endconsistencyaaosssystems. 

2024.08.001.Rl (Risk Management fOf Binary and Ascii File Handling): Open - In Progress: Some risk assessments have been completed, 
bu!~ evaluations fOf the binary and AAii file-; are still needed. The padted field and date/time dat.i issue-; were resolved, reducing 
some rislc associated with binary data. Additional validation and testing fOf converted files remain crucial to enrore data accuracy in 
other key areas 

2024.08.001.R4 (Rewurce Management and Space Availability): Open - Ongoing Evaluation: Rewurce constraints, parti(:ularty related to 
mainframeandstOfagec.apacity,arestillanareaoffocus.TheOctoberupdateshighlightedlhatbatchandinterlacetestingare 
sometime-; delayed due to dependency on ~a red mainframe rewurces and long runtimes for large batch jobs. Develop contingency 
plans to manage high-demand periods and alleviate mainframe dependency fOf smoother testing cycles. 

2024/9/10:Thereisadelayintheresolutionoflheproductiontestdatadeli\lefYmethod,asnoledinlheweeklystatusreport. The 
datetimeiswewilhtherepli<;.!tedSQLdat.iisakeyblodter,withtheCSEAworkingtoresolvethisthroughNaturalprograms.Thishas 
thepotentialtodelaycritical1estingphases,asitimpedes1heabilityto1estwithaccura1eproductiondata.Thedate/timeissue 
continuestobeablodter.Nullsandpadtedbinaryfieldshavebeenresolved.TheUlrefinementprocesshasprogres5ed,with84" ofthe 
tasks completed. However, finalization and validation are still pending, and the scheduling of the walkthrough of the UI Refinement Plan 
is underway. The Financial Test De<:k {FTD) elle(:ulion is still only ]$" complete, and S<:enario execution is 17" complete, while not 
directly on the critical path, delays in the FTO could become a future risk ii unresolved issues persist. Batch testing is progressing, with 
ll" ofbatchte-..texe(:utioncornplete. 

2024.08.001.Rl (Verific.ationofDat.i EKtractionandConven.ionJ: Open-Progressmadebutverific.ationolAsciitoBCPS<:riptsand 
checkpointsnotlultyimplemented. 

2024.08.001.R2(ValidationofEXlractedDataConsistency):Open - Partialprogress,bullullend-to-endvalidationofextracteddatais 
stillpending. 

2024.08.001.R] (Risk Management fOf Binary and Ascii File Handling): Open - No mention of specific risk assessments for binary and 
Asciifilehandling;lurtheranalysisneeded. 

2024.08.001.R4 (Rewurce Management and Space Availability): Open - Ongoing evaluation of SQl replication strategy; rewurce 
concernsstiUactive. 

2024/8/10: The key decision to determine and finalize the method oftest da1a delivery is now antic:ipated for September and the 
outcome is now ba\.ed upon the solution IOf the date/time issue and the packed binary fields- CSEA and Protech have worked diligently 
1ocleartheotherissueofnulls. 

2024/7/11:CSEAisstillinvestigatingandtestingtheSQltoSQlsolution,however,thetestingresultsarestillnotmeetingCSEA's 
e,cpectations.CSEA'sdecisionisdueduring 1hefirs1weeko!Augus1_Bec.,useofCSEA'sconcerntha11hisissue isstillunresolved, 1he 
potentialimpactontheschedule,lheseverityhasbeenraisedtohigh. 

202S/02/28:Testinghasidentifiedcomp.,tibilitycha11enges(2024.0l.001.R2-2),particularfywithexternalagencysystemupgrades, 
requiringenhancedflexibilityininterfaceconfigurations.Whileprogresshasbeenmadeininterfaceplanningandva1idation,ongoing 
compatibility challenge-; and pending refinements necessitate continued monitOfing and testing belOfe !his recommendation can be 

"'""· 
2025/01/ll:Whileprogresshasbeenmadeindevelopingflexibleinterfacestructuresandplanningforluturemodffic.ations,end-to-end 
te-..ting remains ongoing, and coordination with other departments is still required, meaning re(:ommendation 2024.03.001.Rl cannot 
yetbedoseduntillullcompatibility andadaptabi lityarevalidated. 

undertaking of supplementary taru, allocation of additional resoorces, and coordination efforts. 2024/12/24 - (2024.0l.001.R2) In De<:ember 2024, progress was made in identifying system interfaces and their communication 
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2024.0].001.R2-Theprojectsshouldproperlyplanl0finterfacessothat 
they are flexible enough to accommodate future changes and are 
comp.,tiblewithotheragencies 
• Cleartyidentifyalttheinterfacesthatthesystemwillinteractwithand 
how they will communicate 
• Developinterfacesanddatastructurethatareflexibleenoughto 
accommodatechange-..totheinterfaces 
• Detailedtestinawillberequiredasthevariousdep.irtmentsupgrade 
theirsystemstoensurecomp.,tibility 

methods,wilhupda1e-;~aredduringweektyinterfaceworl(shops.Effortstoensurelleicibilityinda1astructuresandinterface 
configurationscontinued,indudingadjustmentsforcornpatibilitywithmodernlzationeffortsinpartneragencies.Testingactivities 
focul.ed on validating data exchange through SQL-!o-SQL comparisons and resolving diS<:repancies in interlace files, with additional 
worl<shops scheduled to address integration challenges. While significant improvements were achieved, ongoing coordination with other 
departments is essential to ensure comp.,tibility as their systems undergo upgrades. Detailed end-to-end testing remains a critic.al ne)(l 
steptoconfirmreadinessforproduction. 

2024/11/27--(2024.0l.001.R2)-lnterfacePlanningandCornpatibility 
Allinterfaceshavebeencataloged,dassifiedasinbound,outbound,orboth,withtheircornmunic:ationprotocolscleartydefined.This 
indudesidentilyingdependencieswithe)(lernalsystemslrompartneragencies.Furtherva1idationol interfacefiles,particularfythose 
with missing Of incomplete data, is being prioritized during ongoing batch testing. Interfaces and related data structures~ been 
developedwithflexibilityinmind,allowingforluturechangeswithoutsignlfic.antredevelopment.ThesystemdesignwpportSupda1e-..10 
schema Of message formats. Continue refining ftexibility by testing adaptability with mod data representing potential future scenarios 
andconfigurations.lnterfacevalidationtestingisunderwayusingproductiol>-likefiles.lnitialvalidationshighlighteddiscrepanciesin 
leguyandreplatformedoutpUts,whicharebeingaddres\.editerativety.Oetailedtestingwillcontinuealongsideintegrationtesting(stn 
to ensure that interface-; remain compatible with upgrades to external agency systems 

2024/10/31: 2024.07.001.Rl (Alignment of Oat.I Policies with Chief Data Officer) CSEA has conducted the recommended meetings and 
established alignment on data exchange policies and impact assessments, this recommendation can be closed. Continued coordination 
couldbenotedasafollow-1.1pitemratherthananopenre(:ommendation 

2024.03.001.R2(1nterfaces)Open/lnProgress:Goodprogresshasbeenmadeinidentilyinginterfaces,andwithcontinuedfocusondata 
coordination and fle~ibility planning, we can further strengthen aligrwnent with this recommendation. Ongoing efforts to secure reliable 
datilandenhanceadaptablestructureswillhelpertsurecompatibilityandreducepotentialdisruptionsintheluture. 

2024/09/10: The new Chief Data Officer is engaged in the focus on data governance policies and interface details with the HS team, this 
eflortwiUbeongoingthroughprojectGo-1.ive. 

2024/08/10: ITS' new Chief Oala Officer has been aligned as a key stakeholder and is in the process of focusing on data governance 
policies and interface concerns with the EFS team {2024.07.001.Rll IV&V will continue to monitor and update as !he locus on policies 
and interface concerns progress. 

2024/07/31: The Chief Data Officer and the EFS team have been contacted and will be meeting with CSEA. 

2024/06/30:CSEAandProtechagreedtodevelopalistolinterface-..categorizedintothreegroups:lJAJcway(source:AWSvs 
Mainframe), 2) Mainframe (group of interfaces on the mainframe with departments pointing toAxw.ly), and 3) Cyberfusion. They also 
de(:ided to ~are 1his ~SI al the ne)(l monthly meeting wilh St.lie Departments 

IV&V will continue to moni!Of the coordination with other State of Hawaii modernilation projects 

2024/0S/31: Accuity closed one recommendation as CSEA is coordinating regular meetings with impacted St.ite of Hawaii agencies to 
moni1orthes1atusoltheirmodernizationprojectsandmainframeoperations. CSEAisplanningtodevelopaninventoryolinterfacesto 
share at an upcoming meeting with impacted Departments 

2024/04/30: CSEAOfganizedameetingwithotherOepartmentsinApriltoexchangeinfOfmationregardingthest.itusoftheir 
respective system modernization efforts, specificalty !hose related to the shared mainframe and dependencies. 



lndustrvStandardsandBestPractices:IEEE7l0-2014standard 
recommendsthatstatusreportsincludecertainkeyinlormationtoensure 
effect ivecommunicationoftestingandqualityassuranceactivities. 

Moderate Theprojectfacesasignificantriskofincurringertensivecostsfordelivering 
thenecessarvdatatotesttherefactoredKEIKlapplication,potentially 
lead ingtodelaysintheprojecttimelineandincreasedbudgetconstraints 
DespitediscussionswithProtechandAWS,theissueremainsbilling•related 
rathe r thantechnical,necessitatingongoingnegotiationswithETSto 
determinefinancial respoosibility.CSEAhasdevelopedasecondoptionto 
useaSQLtoSQLtransferintoreducetheamountoffederalfundingneeded 
forth ispieceofthecontract. lnthemonthofJulytestingwillbecond11Cted 
totesttheviabilityofthiscostsavingmeasure. Adecisionwillbemadeat 
theendofJuly.WiththenewStateCIOstartingonAugustlS,decision• 
makingcouldbefurtherdelayedintothefall 

Moderate lnadequatescheduleandresourcemanagementpracticesmayleadto 
projectdelays,missedprojectactivities,unrealisticscheduleforecasts,or 
unidentified causes for de lays 

Addit ionalinformationisneededregardingProtech'sprogramdevelopment 
and testing approach 

lneffectiveprojectstatusmeetingsandreportscanleadtodelayeddecision• 
making,lackofaccountability,andreducedmorale 

TheAutomatedApplicat ionAssessmentprocesswaswellplannedand 
executed. 

There is currently a weekly testing report provided to the Project Team. The rep()(\ conveys the number of testing scenarios in process, tlowever Cosed 2024.08.001.Rl The report should ootline recommended actions Closed 2024/10/31: 2024.08.001.Rl {Testing Repol"\S) The weekfy testing reporu now include pass/fail rates, coverage metrics, defect tracking. 2024/10/31 
the report does not offer a total number of test cases to be processed foe- each workstream, nor does it convey full metrics, such as percentage of based on the current state of testing. as well as the next steps foe- future and milestone updates, providing a dearer understanding of testing progress and project heallf1. This aligns with the recommendation 
completion of the totals.cope within the testing categories and how those align with the project schedule parameters. This can contribute to risk testing acti\lities. Ensure that key stakeholdefs can easify understand the for improved repor1ing metrics and stakeholder communica~oo. 
whentotaltransparen,;_yisnotdisplayed report's findings and implications 

•MetricsandMeasurements:Theseparateweeldytestreportshould 
pr0¥idemetricsthatrellectthequalityolthesohware,suchaspass/fail 
rates,cO¥erageoftests(e.g.,percentageoftestcasesexecuted),andother 
relevanttestingmetrics,i.e.,totalscenariostobetested,percentageof 
completion and timeline for completion 

•ScheduleandMilestones:Thecurrentstatusofthetestingschedule 
shouldbereported,notinganydeviatioosfromplannedmilestonesand 
deadlines.Thereportshouldrellectthecurrentstateoftestingcompletion 
trackingasalignedwiththeprojectschedule 

•DecisionsandChangeRequests: Mykeydecisionsmadeduringthe 
testingph.lse,includingapprO¥edorpendingchangerequeststhatimpa,ct 
teslingorqualityassuranceactivities,shouldbeincluded. 

Meetings have been held with Protech to discuss the data extraction costs. Prote<:h has engaged AWS for options, but AWS indicates the issue is 2024.07.002.Rl - Continue negotiations with £TS to secure financial 
billing•related,nottechnical.ThecostofdeliveringdatafortestingiscriticalfortheKEIKlproject,butCSEAfindsthecurrentcostsprohibitive. ropportfordatadeliYery. 
DiscussionswithProtechandAWSindicatetheneedtoresolvethebillingissueratherthantechnicalchatlenges.Withoutaresolution,thisissue •Engage indiscussions to findafeasiblecoststructurethatalignswith 
couldimpacttheprojecttimelineandbudget.CSEAcontinuestoengageETStonegotiateacostcapande~plorealternati\lesolutions. project budgets. 

•EnsureclearcommuniutionofcostconcernsandimpactstofTS 

2024.07.002.R2-ExplorealternativesolutionswithProtechandAWS. • 
lnvestigatepotenlialcost-saYingmearoresoralternativetechnical 
approaches. • Seek AWS assistance to bener under..tand and manage 
billingconcerns. 

2024.07.002.R3 - lmprO¥eperformanceofdataextractionprogramsto 
minim ire timing and associated costs. • Wort with Protech to identify 
andimplemefltoptimlzatioosinthedataextractiooprocess. 

2024/09/30:2024.08.00l.Rl{TestingReporu)SignificantimprO¥ementshavebeenmadeinthemostrecentreporuandprovidea 
dearer understanding for all stakeholders. IV&V will cootinue to monitor as these improvements tovi5iblilty progress 

Closed 2024/07/31: The SOL to SOL method for data ertra,ction and transfer has been confirmed. CSEA hasaddres5ed the issue of cost. 2024/07/31 

The overall project end date and Go--live date is projecting a 17..Jayvariance due to the delay in the assessment validation which was completed in 2024.03.002.Rl - Sased on the complexity of the KEIKI project, review and Closed 2024/06/30: Issue closed. The schedule was updated and the 17-day variance was successfulfy mitigated, enS<Jring the project remained 2024/06/30 
Februarv. ltlscrucialfortheProtechandCSEAprojectmanagerstobothtakeactiverolesintrackingandmonitoringprojectacti\lities,especially refinethescheduleregularlywithdetailed!asks,realislicduratioos,and 
delayedandupcomingtasks,tocollaborateonwaystogettheprojectbackontrack adequate resources 

• The project managers should meet weekly to discuss the project 
Although the project metrics are showing a 17-day variance, some project tasks are delayed l to 2 months from the approved baseline including schedule, continue to identify detailed---level tasks based on high-level 
building the KEIKI database, developing system test scripts, UI design, UJ development, code conversion, system lest execution, etc. CSEA should timelines, and identify schedule and resource related risks. 
haveaclearunderstandingoftheimpactofdelaysontheoveralltimelineandvalidatethel7-dayschedulevariance • TheCSEAprojectmanagershouldconductindependentreviewsofthe 

schedule and project metrics, proactively communicate upcoming State 
taskstoCSEAstakeholders,createStatespecificdetailedschedules,and 
communicate any concerns with the quality of vendor execution. 
• TheProtechprojectmanagershouldbee~ecutingtasksbasedonthe 
approvedschedule,identifyschedulevariances,ensureallproject 
resourcesareontr3ck.andreportonqualttyandprojectmetricstoensure 
theprojectismeetingitsobjectivesandgoals. 

In Februarv, Protech delivered the S'(Stem Requirements Document and Test Plan which are still under review. CSEA already provided a number of N/A for preliminarv concerns. 
commentsforbothdeliverablesrequestingadditionaldarificationoradditionaldocumentation. 8othdeliverablesdono(providesufflcient 
understanding of Protech and OneAdvanced's approach for the program development and testing phase. There needs to be a dearer mutual 
understanding of how Protech's development and testing approach will ensure that the new system and user interface will maint.iin the same 
functionality, data, and S'(Stem interfaces as the old S'(Stem. The S'(Stem Requirements Definition deliverable is high•level documentation of items 
suchassourcecode,datacomponent,andinterfacetablesbutdoesnotactually,;apturetherequiredfunctionalityusingindustrvstandardlormat 
for requirements. Documenting requirements is especially important for the development of the new front-end user interface (UI). The S'(Stem 
Requirements Definition deliverable included a User Interface section but does '10I include rofficient information regarding UI requirements. 
Protech has another UI Refinement plan deliverable d~ in May 2024, however, it is unclear if UI requirements will be included in that deliverable. 

If S'(Stem requirements will not be used to manage development of UI as welt as replatforming and refactoring of code worlt, then it is important to 
understand how Protech and One Advaoced are planning to manage and report on development progress. Additionally, without documented 
S'(Stem requirements, testing will be even more critical for identifying gaps in or isroes with functionality during the development process. CSEA 
also has a number of comments and questions on the Prote<:h Test Plan deliverable. In addition to the System Test Plan, Protech is developing an 
Acceptance Test Plan (UAT Plan) deliverable due in April 2024 which may help to provide additional ciarification of the comprehensive testing 
strategyanddelineationoftestingresponslbilitiesbetweenProtechandCSEA 

CSEA plans to work with Protech to clarify and refine both deliverables. IV&V will continue to monitor this preliminarv concern as additional 
informatiooisdiscovered. 

ontrack.Theprojectschedulecontinueslobedis.cussedweeldy. 

tv&V encoorages the CSEA PM to conduct indepeoded reviews of the schedule and project melrics. tv&V will continue to monitor 
progressmadeonscheduleandresourcemanagementpractices 

2024/0S/31:ProtechdeliveredadraftofthereplannedprojectscheduleandanalysisforCSEA'sfeedbackandapproval.Therevised 
schedulemain1ainstheotiginalGo--liveda1e. 

2024/04/30: Project managers started meeting regularly to review the project schedule. The project managers will do a deei:,er analysis 
of !he upcoming techniul tasks, and then reulibr.ite !he project schedule in May 

Closed 2024/06/30: Preliminarv dosed. CSEA adnowledged the risk associated with not having defined UI system requirements. Instead, the 2024/06/30 
test scripts are used as the requirements. The teams collaborate closely and hold regular test meetings to enS<J<e alignment and 
thorough testing. 

2024/05/31: Protech'steslingapproachpresentationwaspushedbacktoJune. Thepresentationiscriticalastestscriptsarefinalized 
andsystemtestingbeginsinJune. 

2024/04/30: Protech will present their testing approach in May. The presentation is important as test scripts are finalized, and system 
testing is approaching. 

2024/03/31: Protech is planning on a presentation in April or May to e,cplain how their testing approach will enS<Jre that the new 
system and user interface will maintain the same functionality as the old system. Without documented requirements, it is still unclear 
how program development progress, testing, and acceptance will be managed and monitored 

Weekly status reports are prO¥ided with a dashboard of the project status, high level schedule, late tasks, tasks planned this week, open tasks, 30. CLOSED: 2024.01.001.Rl - CSEA should play an active rolo! in refining the Closed 2024/06/30: Risi< dosed. As system testing started in June, the team started adding a Weekly Test Report. The report outlines the testing 2024/06/30 
daylookahead,deliverablestatus,riskslog,keydecisions,changerequests,andotherprojectinformation. Despitenumerousdatapoints,the projectstatusreportandprovidingtopicsforweeldyprojectmeetings. 
weekly project status reports may not give a complete picture of the project's progress. To get a better understanding of any dela'(S, risks, issues, • Contribute to the imprO¥ement of project meetings and reporu that 
or action items, additional research and analysis of past reports, review of the Microsoft Project schedule, and inquirv with project members is actively engage team members and highlight key information relevant to 
necessary. For example, late project deliverables may be listed as simply "in progress"; however, one is unable to determine how many additional the audience to promote problem·solving and constructive dialogue. 

days the deliverable was pushed back without checking the previous weeUy status report and the reason for addjtional time is not d&l.155.ed or • CSEA could ~icit feedbact. prior to meetings so the team can be 
disclosed. preparedtoaslcquestionsordiscussrelevantprojecttopics 

CLOSED:2024.0l.001.R2-Setciearobjectiveslormeetingsandprovide 

•Meetingsandrepol"\Swithoutclearobjectivescanquicklyturnintoaone 
waystatusupdatewithoutanymeaningfuldiscussionorclear 
understandingofprojectstatus,risks,andissues 
• PrO¥idereporuthatareconcise,relevantandcleartotheaudience. 
Onlyincludechartsandtablesthatprovidevalueandpresentdataina 
format that helps prO¥ide meaningful informatioo to move the team 
forward. 

CLOSEDc2024.0l.OOl.R3 - Additionalqualitymetricsandprojectsuccess 
metricsshouldbeaddedtoprojectstatusreports. 

Prote<:h's p;artner, Advanced, worked closely with CSEA's technical SM Es and ootlined a clear, well-defined process to collect and assess the KElkl N/A 
mainframe application in preparatioo for the migration and code conversion. Advanced's weekly status updates and follow-ups helped all 
stakeholders understand their roles, responsibilities, outstanding tasks, and status of activities. The,r final assessment report was comprehensive, 
data-drivenandinsightful,andpreparedtheprojectteamwellastheybeginthenel<lphaseoflega,;_ycodeanddatasystemmigratioo. 
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s.cope,thedelectsthatwereretestedandvalidated,andgivesarommarvoftheprogressofalltestuses 

IV&Vwillcontinuetoassesstheeffectivenessofprojectstatusreportsandmeetings. 

2024/0S/31: Accuity decreased the severity rating from Level 2 (Moderate) to Level 3 (Low). TheCSEA PM presented some of the 
project's key success melrics at the May Steering Committee Meeting. High.Jevel pre-delivery testing metrics were prO¥ided in May. 

2024/04/30: Accuity dosed two re<:ommendations. Project status reports continue to be refined and now dearly report tasks that have 
beenrescheduledfromthepreviousweek'sreportingperiod. CSEAdidnotstartreportingonsuccessmetricsinAprilasplanned. 

2024/03/31: Although imprOYe<T>ents were made to project status reports, they could be further improved by outlining delayed tasks 
andupcomingactivitiestoensurestakeholdersareadequatelyprepared. CSEAcontintJedtorefinesuccessmetricstopreparefor 
reportingwhichwillbeginnel<!mooth 

2024/02/29: A new re<:ommendation was added and two re<:ommendations were dosed. Two re<:ommendations were closed as CSEA 
andProtechworkedtogether1oimpr0¥eprojectstatusreportstobemoreclear,meaningful,andrelevanttotheaudience. The 
streamlined status reports are littilitatinggreater understanding and allowing more time for meaningful discussion amongst project 
siakeholders. 

Closed N/A 2024/01/31 



CUIUtENT INDUST1tY STANDAAO$ IIMD BUT 
SlVtRm l'RACTICtS STANS QOSl00,11,Tt 

Moderate Complex data system migration requirements, combined with incomplete Data system migration and mapping can be complex and cause project del3ys if not propertv planned and managed. The KEIKI system's incomplete 2023.11 .0Cll.Rl - Develop separate formalized data system migration Closed 2024/01/31: Rislc dosed as the inventory of non<ode and ancillary elemeflts including hardware, software, interlaces, and batch files 2024/01/31 

documentati0<1 andtheabsenceofaformalizedprocessfornon<odetasks, 
may leadtoproiectdelays,unmetcontractrequ;rements,andqualityissues 

documentationandmultitudeofjoi,,;,wrn1dlows,interfaces,andinterfacefilesposearislcofoverlookingcertainelements,makingitchallengingto plansandprocessesforn<>n<odeelements 
track and validate migratioo requirements. • A separate implementation plan should be deartv outlined, dete<mining 

thetimeline,taslcs,tools,andresourcesneededtoperformlhese 
The project lacks a formalized process for non-code tasks in the data system requirements collection, migration, and validation activities. The 

project has a formalized proces,; for application code migration but t.icks a clear process for gathering non<ode and ancillary elements including • Develop a formalized data migration acceptance proces,; for the 
hardware,software,interfaces,andbatchfiles.Theabsenceofaseparate,formalizedprocessandrelianceoomanualprocessesusingExcel 

worksheets may result in data loss. JX>Ofqualfty. and technical iS5Uesaffectingsystem performance and user experience. 

TheSl"swaterfallappro.ichrequiresupfrontgatheringanddefinitionofallrequirementsinalinearsequence.L.iteidentifkationofdatasystem 

remainingcydeswithdefinedacceptanceaite<ia. 

• Determinewh;itvalid.ltionisneededbyotheragenciesandstakeholders 
thatrelyooCSEA'sKeikisystemandoutputs. 

migratioo requirements may result in insufficient time or b<Jdget to execute the migration propertv. 2023.ll.001.R2 - Investigate automated tools for tracking and validating 

data system requirements 
• Automateddatavalidationshouldbeinvestigatedtohelpidentily 

miS5ingelements,increasedataaccuracy,andalleviateresource 

2023.l l.001.R3 - Ensure data system requirements are comprehensive 

and complete upfront 
• GiYenthewaterfallappro.ich,scheduleandresourcecoo:liderations 

shouldbegiventoincreasingsystemrequirementgalheringupfront 

• Theprojectmanagersshouldenroregreate<coordinationolPfoiect 

information needed for requirements management and tracking. 
• Consideraniterativeapproachfornon-<odemigration activities,which 

allowsforseveralroundsofreviewandvalidation. 

2023.1 l.001.R4 - Appoint dedicated Data System Migration leads from 

• Coosideridentilyingdedicatedleadstoassistwithanalyzingtheexisting 

data environment, identifying data migration requirements. ropporting 
themigra1iooprocess,troubleshootinglsS<JeSthatarise,andCOOfdinating 

tasks with Protech,Advanced, Datahouse, and CSEA 

The project team members are engaged and the environment between PMI Proiect Management Body The CSEA SMEs appear to be engaged in oncoinc Assessment sessions and accountable for timetvcompleting required tasks, providing N/A 
Protech and CSEA is col laborative of Knowledge (PMBOK) information, and responding to questions. The project team members regularly seek feedback, input, and darific;ition in an open and respectful 

Chapter 2.2 and PMI The manner. The expe.-ience and knowledge of Protech team members combined with the dedication and high level of engagement from CSEA SM Es 
Standard for Project supportthepositiveprojectteamenvironment 
Management(SPM)Chapter 

3.2statetheimportancear.d 

benefrtsofaeatinga 
collaboratiYeprojectteam 
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was completed and will be validated as part of the technical architecture and system requirements documentation. 

12/31/23:CSEAappointedtwodedicatedDataSystemMigralionleads.ltisunclearifProtechalsoappointedadedicatedlead.Aclear 
planisstillmissing,andCSEAdocumen1edaformalissuerelatedto1heladcoli11formationcoordinationandredundantrequestsrelated 

to the data system migration requirements 

2023/12/31:CSEAappointedtwodedicatedDataSystemMigralionleads.ltisunclearifProtechalsoappointedadedicatedlead.A 
dear plan is still missing, and CSEA documented a formal issue related to the lade of information coordination and redundant requests 

relaled to the dala system migratkwl requirements 

Closed N/A 2023/11/30 
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Comment Log on Draft Report 

1 4 

2 6 

3 6 

4 6 

Key Risks: the use of the term "SQL failures" is both 
ambiguous and potentially misleading. The data issues 

being encountered is due the DDl's lack of familiarity with 
data format differences that are inherent in the 
mainframe to cloud transfer process. 

Under People/Team, following DataHouse's withdrawal 
from testing, Protech has also assumed responsibility for 
AWS Infrastructure. 

The discussion on stakeholders in the Teams section 
omitted participation by key CSEA functional leads and 
subject matter experts. 

Team: Protech (DDI) introduced the new project 
Implementation Manager to the project as outlined in the 
project's on boarding and the State's validation process. 

CSEA 

CSEA 

CSEA 

CSEA 

The 'SQL replication failures' reference is meant to identify 
common issues that occur in copying from one database to 

another along with the synchronization of the data between 
databases. It is the responsibility of the SI vendor to address 
and resolve these issues. IV&V notes CSEA's comment 
regarding the root cause. IV&V acknowledges that Protech 
(DDI) is delayed in resolving the SQL replication failures 
causing batch testing schedule slippage. 

IV&V recommends adding this issue to the RAID log and 
addressing root cause and mitigation accordingly. 

Accuity IV&V agrees and has added additional verbiage as 
requested. The reference is the signed ProTech letter dated 
February 20, 2025. JIRA Management and Resource 
Optimization and quality assurance are also outlined and will 
be added to ProTech's additional assumed project 
responsibilities. 

Accuity IV&V has added the CSEA functional leads and 
subject matter experts to the statement. 

Accuity IV&V has added (DDI) and the verbiage as outlined in 
the project's on boarding and State's validation process. 



ID# Page# Comment 
Commenter's 

Accuity Resolution 
Organization 

5 7 Under Process, a key transition that was left out includes CSEA IV&V recognizes that the departure of Data House has 
the fact that the loss of Data House has left a significant introduced additional challenges for CSEA, particularly 
gap in knowledge and experience of the State's around reestablishing system access and aligning DOI 
infrastructure and protocol. CSEA has had to step in to activities with State protocols. The effective impact will 
initiate reestablishment of permissions, and correction to depend on the number of replacements. With respect to 
the DD l's initiatives in order to follow State protocol. knowledge and experience, IV&V noted the additional 

Pro Tech team members were approved by CSEA. They 

appear to have sufficient credentials and experience with 

State CSEA systems and although there will be a ramp up 

period, we anticipate the impact may be limited. 

If the efforts related to reestablishing permissions and 
aligning DOI initiatives with State protocols are assessed as 
having a significant impact, IV&V suggests these items be 
considered for inclusion and ongoing monitoring in the RAID 
log. 

6 7 Under Process, it is important to note that the Knowledge CSEA IV&V notes the draft Knowledge Transfer Plan v0.1 dated 
Transfer Plan deliverable has not yet been completed. 02/02/2025 has not been completed as of 02/28/2025 and 

has added the status to the report. 
7 7 Under Process/ Approach, the use of the term "SQL CSEA The 'SQL replication failures' reference is meant to identify 

failures" is both ambiguous and potentially misleading. common issues that occur in copying one database to 
The data issues being encountered is due the DDl's lack of another along with the synchronization of the data between 
familiarity with data format differences that are inherent databases. It is the responsibility of the SI vendor to address 
in the mainframe to cloud transfer process. and resolve these issues. IV&V notes CSEA's comment 

regarding root cause. IV&V acknowledges that Protech (DOI) 
is delayed in resolving the SQL replication failures causing 
batch testing schedule slippage. 

IV&V recommends adding this issue to the RAID log and 
addressing root cause and mitigation accordingly. 

8 7 Under Execution, the recommended "Refinement CSEA IV&V notes that the KEIKI Project Schedule Report dated 
Needed" is already in progress by the DOI. 2/26/25 shows the Knowledge Transfer Plan deliverable is at 

0% completion. 



ID# Page# Comment 
Commenter's 

Accuity Resolution 
Organization 

9 8 Risk: add an additional sentence, "This issue is only CSEA IV&V has added the clarification requested to the statement. 
relevant to one development team and not all testing 
resources and only when the data is required to resolve 
the defect." 

10 8 Under Technology/Data Extraction, the use of the term CSEA The 'SQL replication failures' reference is meant to identify 
"SQL failures" is both ambiguous and potentially common issues that occur in copying one database to 
misleading. The data issues being encountered is due the another along with the synchronization of the data between 
DD l's lack of familiarity with data format differences that databases. It is the responsibility of the SI vendor to address 
are inherent in the mainframe to cloud transfer process. and resolve these issues. IV&V notes CSEA's comment 

regarding root cause. IV&V acknowledges that Protech (DDI) 
is delayed in resolving the SQL replication failures causing 
batch testing schedule slippage. 

IV&V recommends adding this issue to the RAID log and 
addressing root cause and mitigation accordingly. 
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